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As we move forward and AI becomes more commonplace in our lives, we will see it impact our status quo 

in ways we can not easily imagine but may easily fear. We fear jobs will be replaced by AI and some people 

fear AI may develop its own motives and directives as it matures. In some cases, AI could be an assistant 

to help us get work done quickly and with more thoroughness than by using our traditional approaches. It 

is possible and many expect that some jobs will be lost due to AI. A perhaps more likely view is that AI 

will change many jobs and create new ones that do not exist today. Science fiction books, movies and 

television programs have captivated the attention of many, and the downside of AI is so much easier to use 

when the intent is to entertain us. So prevalent is this approach that the benefits of AI, some of which we 

see today, are faint in comparison.  

To address the dilemma of one part of society suggesting a moratorium of AI development until humans 

learn more about AI and try to better understand it, let’s not speculate what it will or will not be. Let’s use 

the massive amount of data AI such as OpenAI’s GPT has been provided as part of its training. We’ll ask 

it for responses to both the positive and negative sides of the discussion and see what is tells us. Since 

people of all backgrounds of formal study as well as self study, have different views and experiences, I’ve 

asked GPT to provide its views to this dilemma from the vantage point of fifteen different and random 

selected professions. There are commonalities among the individual responses but some reveal aspects of 

how AI (specifically Generative AI) may affect some fields of work more than others. Some reference is 

made to infringement on privacy but in all cases, even though summaries are provided by the AI, it provides 

no specific and conclusive responses that can be used to define a path forward. Let’s get started. 

Let’s Have a Chat  

Anyone who has been involved with Artificial 

Intelligence since its early days will have much 

insight into the state of AI today, as it is used in 

embedded systems and applications as well as the 

more recent and captivating Generative AI. This 

term refers to a type of AI system that responds 

to questions, instructions, requests, etc. and 

produces well written output that is often difficult 

to differentiate from what a human would 

produce.  

The major difference in the output is that it can 

cover a wide range of topics and is extremely fast. 

Such output could be used to fast-track work that 

would typically take hours, days or longer for a 

human to produce with today’s known 

conventional methods.  This latter AI has been 

around for several years, but we have never seen 

AI take on an almost human persona and provide 

responses to our questions and descriptions of 

problems we pose to it. People who have tried 

using it themselves have been amazed at what it 

can do. Those who have not spent time with it 

have been exposed to it through the media. 

Application developers have used it to accelerate 

their work and produce extraordinary work. 

There are various types of AI such as systems that 

create pictures, presentations, audio tracks, 

videos, etc. based upon a user’s prompts. Pictures 

submitted to the visual AI packages can be 

manipulated to render unimaginable results.  

Visualizations, including real and fabricated 

human faces can be made to speak from a user-

provided script with such rendition that it is 

difficult to believe it is not real. Referencing 

several articles on the subject may well have 

provided new insight into AI but GPT has already 

‘reviewed’ more text than anyone could imagine 

doing themselves.  

Assuming GPT has all the answers, at least using 

data to late 2021, the end of its training period, I 

asked OpenAI’s GPT to provide its responses to 

several questions posed of it. The AI’s access to 

the data used to train it is likely sufficient to 

provide us with some idea of what is to come, 

what we should anticipate, and what we might 

fear. 
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The focus of this “interrogation” it to obtain the 

AI’s response to questions that request it to 

provide views to whether AI development should 

be placed on hold until we become more 

comfortable with our understanding of it or, 

should we take the opposite approach and let 

development continue? While I ‘had its 

attention’, I asked a few other related questions to 

help round its ‘view’ of the world as we see it.  

We may have desires for good things and fears 

about the bad or those things we do not 

understand. There is no one correct answer to 

these questions, but the response of the AI may 

trigger some thought we humans have not 

considered when thinking about this situation 

which we have brought upon ourselves.  

What Lies Ahead? 

As I think about AI, something it cannot do for 

itself right now, I see it coming down the road at 

us at high speed. Many years ago, while driving 

down a straight stretch of busy highway, two big 

18 wheelers were in the fast lane next to me and 

one following close behind. About a half 

kilometre ahead of me was a small dark spot in 

my lane. I quickly approached it at highway 

speed, and it became 

clear that the little 

black spot was a 

Richardson ground 

squirrel, commonly 

known as a gopher. 

This little fellow was 

standing in the 

middle of my lane 

watching as my vehicle got larger and larger. 

With little room to manoeuvre, I had no choice 

but to continue towards him and, after hearing a 

dull ‘thud’ sound as the little critter was hit by the 

oil pan. I saw him do cartwheels down the road 

behind my vehicle before coming to a dead stop. 

If the gopher knew what was happening around 

him, he could have stepped aside and let the 

potential danger pass him by. Are we that gopher 

who was not able to understand that sometimes 

things that get bigger and go faster can ‘hit’ us 

when we least expect it? The gopher did not 

understand that size and speed relationship and, 

for some people, that might be an analogy for how 

AI is approaching us.   

After asking GPT several questions from the 

viewpoint or interest of several disciplines, we 

also asked it for its pick of the top three benefits 

of proliferated AI in the world would bring as 

well as the top three disadvantages of 

proliferating AI in the world. To not miss 

anything, we asked it if there was any one 

overlooked or unexpected concern that must be 

addressed immediately and the same in 25 years.  

AI will provide us with responses, many of which 

will look like ‘decisions’ but they may be so 

complex that we may not easily, or at all, 

understand them. We ask AI if it can explain the 

basis of its ‘decisions’ or ‘actions’ and if not, will 

this always be the case. It very nicely provides 

itself some ‘wiggle room’ and speaks about 

ongoing research in this area of interest. GPT 

provides an interesting conclusion to this 

question, and we could interpret that conclusion 

as ‘it depends’ for cases where the AI system 

operated in a ‘non-explainable’ manner. That 

could raise the eyebrows of many people and 

cause others (e.g., AI developers) to seriously 

investigate the limits of what their creations may 

do to help or hinder society. 

Can We Trust You? 

‘Trust’ is a word that we have not used in ‘the old 

days’ when we referred to Encyclopedias and 

other such material to find answers to our 

questions. Now that generative AI systems have 

been trained on vast amounts of data, presumably 

including that which is included in the 

Encyclopedia of years gone by, we would not 

hesitate to ‘Ask the AI’ for an answer.  

The experience we have had to date with 

Generative AI systems has not always been that 

stellar with respect to the information we may 

have received from it in response to some of our 

questions. Was it an artifact of the AI’s 

algorithms or neural networks, some ‘tainted’ 
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data in its training material, or perhaps simply 

how we interpreted the output we received from 

it. For a moment, we could point the finger to 

ourselves and conclude that we ‘asked for it’ 

because of the way we asked the question. The 

conclusion statements the AI provided are high 

level and do not have a single statement which we 

can use to bolster our belief in what it tells us is 

correct. This is an area where humans will need 

to do some thinking on their own after reading (or 

seeing, hearing, etc.) an AI’s output.  

At least in the short term, we cannot be fully 

certain that everything we get from the AI is 

correct but, as we can conclude from its final 

statements on this topic, this may not apply to all 

types of information. Nevertheless, we need to be 

aware of the possibility of inadvertent 

misstatement in the response. Note that 

discussion of ‘intelligence’ with respect to an AI 

is not covered here because the output is 

generated not from the context of many recorded 

volumes of text used in training the AI, but from 

its forming its response by using statistical and 

probabilistic analysis of its training material. It 

doesn’t quote the response from finding the best 

lines of text in a document it analyzed, but rather 

uses our prompts (our questions) to provide a 

human readable response generated by using its 

algorithms and neural networks.  

GPT does not have memory as in a human sense 

(still not fully understood) but can review the 

response it generates to be used and referred to in 

additional response from new questions we ask of 

it in the same session. Discussion papers are 

appearing in journals and archive websites that 

speak to the future possibility of using quantum 

computers to do ‘rapid training’ of generative 

(and other) AI systems. 

Are we Secure? 

Cybersecurity is an area where those nefarious 

characters who prey on the unwary for financial 

gain by using methods that are hard or impossible 

to differentiate from a ‘real’ cybersecurity threat. 

As AI becomes more accessible to most people, 

there will be a growing need to implement 

security practices and procedures to raise the bar 

on threat detection and prevention or at least 

mitigation.   

AI may be an accomplice in cybersecurity threats 

in the future, but we will need to consider 

Quantum computing encryption capability as 

well. As computing technology capability 

advances and our networking among each other 

and with our institutions grows, so too will the 

darker side of it grow. Legislation will no doubt 

play a part to help in the coming years, but 

humans too bear a role in making the world a 

better place. AI on its own cannot do it.  

What will this Cost? 

The cost of AI has many societal implications and 

while there are major advances being done in 

raising the performance of computers while 

lowering the cost of hardware, the required high-

performance computing will require power to 

operate. Expenses could be high and remain so 

for some time. Short cut approaches can lead to 

less effective or marginal systems that may not be 

sufficient to provide the responses and 

information required. While this may sound as a 

‘bunch of knockoffs’, it is possible more 

functionally specific AI systems could find their 

place in many parts of society. 

Many companies may find benefit in having their 

own AI systems that work with their data and are 

potentially better isolated from more open access. 

The move to ‘Edge’ computing, the practice of 

processing data and doing computational work 

closer to the data sources, such as on local devices 

or servers rather than relying on entirely cloud-

based systems may provide benefit. Along with 

this possible implementation of AI comes the 

responsibility to manage another system or 

systems. The continued improvement of such 

systems as needs change will require skills that 

may not be available in traditional IT 

development and support groups. This approach 

may not be applicable to all who wish to use AI 

technology on systems trained with their own 

data.
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The following is a transcript of a conversation with GPT on the subject of “Should I Stay, or Should I Go 

Away for a Little While?”, with additional responses to several related topics as introduced above. 

For each of the stated positions, adjudicate a debate where two views of AI technology are discussed. One view is that AI is an unknown 

right now and further development should stop until more understood about it. The second view is that development should continue. 

Provide an analysis of such a debate and a summary of the most likely conclusions. 

The debate about whether AI development should continue, or halt is complex and multifaceted. While there are valid concerns about the 

unknown risks and potential negative consequences of AI technology, there is also a need to consider the potential benefits and 

advancements it can bring to various domains. A responsible and cautious approach to AI development, with thorough risk assessment, 

ethical considerations, and societal implications, is essential. Collaboration between different stakeholders, can help in shaping the 

development of AI technology in a manner that maximizes its benefits while minimizing risks and ensuring its responsible use in society. 

PROFESSION OR 

DISCIPLINE 

SHOULD AI DEVELOPMENT BE PAUSED 

UNTIL WE BETTER UNDERSTAND IT? 
SHOULD AI DEVELOPMENT CONTINUE? 

Risk Analyst 

The concern regarding the unknown risks of AI 

technology is valid. AI systems are rapidly evolving and 

their potential impact on various aspects of society, 

including economy, ethics, and human well-being, 

cannot be fully predicted. There are risks associated 

with biases in data used for training AI models, lack of 

transparency in AI decision-making, potential for 

misuse and unintended consequences, and the ethical 

implications of AI in areas such as privacy, security, 

and human rights.  

From a risk analysis perspective, taking a cautious 

approach and pausing further development until the 

risks are better understood can be seen as a 

responsible approach to prevent potential negative 

outcomes. 

Psychiatrist 

The potential impact of AI on mental health and well-

being is an important consideration. The rapid 

development of AI technology has the potential to 

affect human behavior, emotions, and cognition, which 

may have implications for mental health. There are 

concerns about the impact of AI on social interactions, 

human relationships, and the potential for addiction 

and dependence on AI-driven technologies.  

From a psychiatric perspective, it may be prudent to 

carefully evaluate the psychological impact of AI 

technology on individuals and society before further 

development continues. 

Scientist 

The pursuit of knowledge and advancement is 

fundamental. AI technology has the potential to 

revolutionize various fields, including healthcare, 

transportation, agriculture, and education. AI-driven 

technologies have already demonstrated significant 

advancements in areas such as autonomous vehicles, 

drug discovery, and disease diagnosis. Continued 

development and research in AI can lead to innovative 

solutions to complex problems, improved efficiencies, 

and enhanced capabilities in many domains.  

From a scientific perspective, the exploration and 

advancement of AI technology should continue to 

unlock its full potential for the betterment of society. 

AI Expert 

Understanding the capabilities and limitations of AI 

technology is crucial. AI systems are designed to 

operate based on data and algorithms, and their 

decisions are influenced by the quality and biases in 

the data they are trained on. The development of AI 

technology should be accompanied by rigorous testing, 

validation, and ethical considerations to ensure its 

responsible and safe use. Halting development entirely 

may hinder the progress in addressing the limitations 

and challenges of AI and may prevent the realization of 

its potential benefits.  

From an AI expert perspective, responsible 

development and regulation of AI technology should be 

promoted, rather than a complete halt. 

Sociologist 

The societal implications of AI technology are of 

paramount importance. AI has the potential to disrupt 

social structures, impact employment and workforce 

dynamics, exacerbate inequalities, and raise ethical 

concerns related to privacy, security, and human 

rights. The development of AI technology should be 

aligned with societal values, ensuring that its benefits 

are distributed equitably and that its potential harms 

are minimized. A comprehensive understanding of the 

social, economic, and cultural implications of AI is 

From a sociological perspective, a cautious and 

informed approach to AI development, with proper 

consideration of societal implications, should be taken. 
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crucial for making informed decisions about its 

development and deployment.  

Military 

Consultant 

The strategic implications of AI technology are 

important considerations. AI has the potential to 

significantly impact military capabilities, including 

autonomous weapons, surveillance, and decision-

making in warfare. The potential advantages of AI in 

military operations, such as increased precision and 

reduced casualties, may be viewed as a compelling 

reason to continue its development. However, there 

are also ethical concerns, such as the lack of human 

control, potential for misuse, and violation of 

international laws and norms.  

From a military perspective, there may be a need for 

careful evaluation of the risks and benefits of AI in 

military contexts, including robust regulations and 

ethical guidelines to guide its responsible development 

and use. 

Religious Scholar 

The ethical and moral implications of AI technology are 

important considerations. Various religious 

perspectives may have different views on the role of AI 

in society, including concerns about its impact on 

human dignity, spirituality, and morality. Some 

religious scholars may advocate for caution and 

reflection, taking into account the potential 

consequences of AI on human values, ethical 

principles, and societal norms.  

From a religious perspective, the development of AI 

technology should be guided by ethical and moral 

considerations, and its alignment with religious 

teachings and values may be an important aspect of 

the debate. 

Law Enforcement 

Specialist 

The implications of AI technology on law and order are 

significant. AI has the potential to transform law 

enforcement through enhanced surveillance, predictive 

policing, and forensic analysis. The potential benefits of 

AI in crime prevention and solving can be seen as a 

reason to continue its development. However, there 

are also concerns about biases in AI algorithms, 

potential violations of civil liberties, and the ethical 

implications of AI in law enforcement, including issues 

of fairness, transparency, and accountability.  

From a law enforcement perspective, there may be a 

need for robust regulations, oversight, and responsible 

use of AI technology to ensure that it aligns with legal 

and ethical standards. 

Economist 

The potential impact of AI technology on the economy 

is a crucial consideration. AI has the potential to 

transform industries, disrupt employment patterns, and 

reshape economic systems. The potential benefits of AI 

in terms of increased productivity, efficiency, and 

economic growth may be viewed as a reason to 

continue its development. However, there are also 

concerns about job displacement, inequality, and the 

economic implications of AI, including issues related to 

data ownership, wealth distribution, and economic 

concentration.  

From an economic perspective, there may be a need 

for careful assessment and management of the 

economic impacts of AI technology, including policies 

and regulations that ensure its responsible integration 

into the economy. 

Philosopher 

The ethical and philosophical implications of AI 

technology are fundamental considerations. Questions 

about the nature of consciousness, autonomy, and 

humanity in the context of AI may be raised. 

Philosophers may explore the ethical implications of 

creating machines with human-like capabilities and the 

potential consequences of AI on human identity, 

meaning, and value systems.  

From a philosophical perspective, a deeper 

examination of the ethical and philosophical 

implications of AI technology may be warranted, 

including discussions on the ethics of AI development, 

the ethical use of AI in various domains, and the 

implications of AI on the human experience. 

Educator 

The potential impact of AI technology on education and 

learning is a significant consideration. AI has the 

potential to revolutionize education through 

personalized learning, adaptive assessments, and 

intelligent tutoring systems. The potential benefits of AI 

in terms of improving access to education, enhancing 

learning outcomes, and fostering innovation in 

pedagogy may be viewed as a reason to continue its 

development. However, there are also concerns about 

the ethical implications of AI in education, including 

issues related to privacy, data security, and bias in 

educational algorithms.  

From an educational perspective, there may be a need 

for careful evaluation of the risks and benefits of AI in 

education, and the development of ethical guidelines 

and policies to ensure responsible use of AI technology 

in educational settings 

Author 

 

The potential implications of AI technology on creative 

writing and storytelling are important considerations. AI 

has the potential to generate written content, including 

From an author's perspective, there may be a need for 

thoughtful exploration of the ethical implications of AI-

generated content, including discussions on the 
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books, articles, and news stories, through natural 

language processing and machine learning algorithms. 

The potential benefits of AI in terms of automating 

content creation, improving writing efficiency, and 

enhancing storytelling techniques may be viewed as a 

reason to continue its development. However, there 

are also concerns about the impact of AI on human 

creativity, originality, and intellectual property rights.  

boundaries of AI in creative domains and the ethical 

use of AI in content creation. 

Artist 

The potential impact of AI technology on art and 

creativity is a crucial consideration. AI has the potential 

to create art, music, and other creative works through 

generative algorithms and machine learning 

techniques. The potential benefits of AI in terms of 

pushing the boundaries of artistic expression, 

exploring new artistic styles, and enhancing the 

creative process may be viewed as a reason to 

continue its development. However, there are also 

concerns about the role of human creativity, originality, 

and aesthetics in the context of AI-generated art.  

From an artist's perspective, there may be a need for 

critical reflection on the ethical implications of AI-

generated art, including discussions on the relationship 

between human creativity and AI creativity, the value of 

human involvement in the artistic process, and the 

impact of AI on artistic traditions. 

 

Entertainer 

The potential implications of AI technology on the 

entertainment industry are significant. AI has the 

potential to revolutionize entertainment through 

content creation, recommendation systems, and virtual 

reality experiences. The potential benefits of AI in 

terms of enhancing user experiences, creating new 

entertainment forms, and improving content 

distribution may be viewed as a reason to continue its 

development. However, there are also concerns about 

the impact of AI on human creativity, originality, and 

the potential for AI to exacerbate biases and echo 

chambers in entertainment content. 

From an entertainer's perspective, there may be a need 

for responsible use of AI technology in the 

entertainment industry, including ethical guidelines, 

regulations, and discussions on the ethical implications 

of AI in shaping entertainment experiences. 

Engineer 

AI is an unknown right now and further development 

should stop until more is understood about it. Those 

supporting this view may argue that the current state 

of AI technology is still not fully understood, and there 

are potential risks associated with the development of 

AI, including ethical concerns, biases, and unintended 

consequences. They may emphasize the need for 

comprehensive research, testing, and regulation to 

fully understand the implications of AI and ensure its 

safe and responsible use. 

 

Development of AI should continue. Those supporting 

this view may argue that AI has the potential for 

significant societal benefits, including automation of 

tedious tasks, improved decision-making, and 

advancements in various fields such as healthcare, 

transportation, and energy. They may highlight the 

rapid progress of AI and its potential for innovation, 

economic growth, and competitiveness. They may also 

emphasize the need to continue advancing AI 

technology to stay at the forefront of technological 

advancements. 

The potential implications of AI to these professional areas are important considerations that should be carefully evaluated. The debate 

should involve robust discussions, regulations, and ethical guidelines to ensure responsible development, deployment, and use of AI 

technology that aligns with societal values, human rights, and ethical principles, while minimizing risks and maximizing benefits. 

Collaboration among different. The debate should involve discussions on the ethical implications of AI in these domains, the role of human 

creativity, originality, and values, and the need for responsible use of AI technology that aligns with human values and societal needs. 

Collaboration among different stakeholders can help shape the development of AI in a way that maximizes benefits and minimizes risks. 

 

What are the top three benefits and top three disadvantages of proliferated AI in the world?  

Top three benefits of proliferated AI in the world Top three disadvantages of proliferated AI in the world 

1) Increased efficiency and productivity: AI has the potential 

to automate repetitive tasks, streamline processes, and 

optimize decision-making, leading to increased efficiency 

and productivity across various sectors. This can result in 

cost savings, improved outcomes, and enhanced 

innovation in industries such as healthcare, 

manufacturing, transportation, and finance. 

1) Ethical concerns and biases: AI systems can perpetuate 

biases, discrimination, and unethical behaviors if not 

designed and trained carefully. There are concerns about 

bias in AI algorithms, privacy and security of data, 

accountability for AI decisions, and the potential for AI to 

be used for malicious purposes. Ensuring that AI is 

developed and used ethically, transparently, and with 

proper safeguards is a significant challenge. 

2) Enhanced decision-making and problem-solving: AI can 

analyze vast amounts of data, identify patterns, and 

2) Impact on employment and societal disruption: The 

proliferation of AI has the potential to disrupt the job 
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generate insights that can inform better decision-making 

and problem-solving. This can lead to more informed and 

data-driven decision-making in areas such as business, 

healthcare, climate modeling, and scientific research, 

resulting in improved outcomes and solutions to complex 

problems. 

market and lead to displacement of certain jobs as tasks 

become automated. This can have economic, social, and 

political implications, including unemployment, inequality, 

and social unrest. Preparing for the impact of AI on the 

workforce and society, and developing strategies to 

mitigate any negative effects, is a crucial concern. 

3) Improved quality of life: AI has the potential to improve 

the quality of life for individuals in various ways, such as 

through personalized healthcare, smart homes, 

autonomous vehicles, and assistive technologies for 

people with disabilities. AI-powered technologies can 

enhance convenience, safety, and accessibility, leading to 

a better quality of life for many people. 

3) Human-AI relationship and ethical dilemmas: The 

increasing integration of AI into various aspects of human 

life raises complex ethical dilemmas, such as the 

delegation of decision-making to AI, the potential for loss 

of human autonomy and agency, and the implications of 

AI for human identity and relationships. Ensuring that 

humans retain control over AI, and that ethical principles 

and values are upheld in human-AI interactions, is an 

ongoing challenge. 

Is there any one overlooked or unexpected concern that must be addressed in the immediate future? 

One overlooked or unexpected concern with proliferated AI is the potential for unintended consequences and unforeseen risks. As AI systems 

become more complex and autonomous, there is a risk of unintended behaviors, biases, or outcomes that may not be fully anticipated during 

development. Ensuring robust testing, validation, and monitoring of AI systems to detect and mitigate any unexpected risks or consequences 

is a crucial concern that must be addressed in the immediate future and in the long term. 

Is there any one overlooked or unexpected concern that must be addressed perhaps in 25 years from now? 

Another concern that may arise in the future, particularly in the next 25 years, is the social and cultural impact of AI. As AI continues to evolve 

and permeate various aspects of human life, there may be changes in societal norms, values, and behaviors that are shaped by AI. 

Understanding and managing the societal and cultural impact of AI, including issues related to privacy, security, and social cohesion, will be 

important for ensuring that AI development aligns with human values and societal needs. 

Can an AI explain the basis of its decisions or actions, and will this always be the case?  

As an AI language model, I can provide insights based on my training data and generate responses, but I do not have the capability to explain 

their decisions or actions. The basis of my decisions or actions in the same way that humans do. AI systems, depending on their design and 

architecture, may or may not have the ability to  

Explainable AI (XAI) is an area of research that focuses on developing AI systems that can provide understandable explanations for their 

decisions or actions. XAI aims to address the "black box" nature of many AI models, where their decision-making processes are not 

transparent or understandable to humans. XAI techniques include approaches such as rule-based systems, interpretable machine learning 

models, and post-hoc explanation methods that provide insights into the factors that influence an AI system's decision. 

However, it is important to note that not all AI systems are inherently explainable, and achieving full explainability may not always be possible 

or practical, especially in complex deep learning models or those that rely on massive amounts of data. There may be inherent trade-offs 

between explainability and other desirable characteristics of AI systems, such as accuracy or complexity. 

Furthermore, as AI continues to evolve and become more sophisticated, there may be cases where AI systems develop their own decision-

making processes that are not fully explainable to humans, similar to how humans may not be able to fully explain their own decision-making 

processes at times. This may raise ethical, legal, and societal concerns, particularly in safety-critical applications or areas where human 

accountability and transparency are important. 

In conclusion, while there are ongoing efforts in the field of XAI to develop AI systems that can explain the basis of their decisions or actions, 

achieving full explainability may not always be feasible, and there may be cases where AI systems operate in a non-explainable manner. The 

ability of AI systems to explain their decisions or actions will depend on various factors, including their design, architecture 

How can humans be assured that the AI has been trained properly? Huw can an AI be trusted? 

Ensuring that an AI has been trained properly and can be trusted is a multi-faceted process that involves various steps and considerations. 

Here are some key points: 

1. Data quality and diversity: High-quality, diverse, and representative data is crucial for training AI models. The training data should 

be clean, relevant, and cover a wide range of scenarios and inputs to ensure that the AI model learns from diverse examples and 

generalizes well to real-world situations. 

2. Robust model architecture and algorithms: The design and architecture of the AI model, as well as the choice of algorithms used, 

should be carefully considered to ensure that they are appropriate for the task at hand and are not biased or discriminatory. This 

involves rigorous testing, validation, and evaluation of the model's performance to ensure its accuracy, reliability, and fairness. 
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3. Transparent and ethical practices: Transparency in the development and deployment of AI models is crucial for building trust. This 

includes clearly documenting the model's training data, algorithms, and decision-making processes. Ethical considerations, such as 

fairness, accountability, and privacy, should be incorporated into the AI development process, and potential biases or unintended 

consequences should be proactively addressed. 

4. Independent audits and reviews: Third-party audits and reviews by external experts can provide an additional layer of assurance. 

Independent evaluations of the AI model's performance and adherence to ethical guidelines can help verify that the model has been 

trained properly and is trustworthy. 

5. Monitoring and feedback loops: Continuous monitoring and feedback loops are essential to ensure that the AI model continues to 

perform well over time. Monitoring for biases, errors, or unintended consequences, and taking corrective measures as needed, can 

help maintain trust in the AI system. 

6. Human oversight and accountability: Human involvement and oversight in the development, deployment, and decision-making 

process of AI systems are critical. Humans should have the ability to understand, interpret, and intervene in the decisions made by 

AI models. Establishing clear lines of responsibility, accountability, and human oversight is important in building trust in AI systems. 

7. Regulatory and legal frameworks: Appropriate regulatory and legal frameworks can help ensure that AI systems are developed, 

deployed, and used in a responsible and accountable manner. Regulations and standards related to data privacy, fairness, 

transparency, and accountability can provide guidelines and requirements for building trustworthy AI systems. 

In conclusion, ensuring that an AI has been trained properly and can be trusted involves a combination of factors, including data quality, model 

architecture, transparency, ethical practices, independent audits, monitoring, human oversight, and regulatory frameworks. A holistic approach 

that incorporates these considerations can help build trust in AI systems and ensure that they are reliable, accountable, and aligned with 

human values and societal expectations. 

Adding a cybersecurity specialist to the list of considerations for ensuring the trustworthiness of AI systems: 

Robust cybersecurity measures: Cybersecurity is a crucial aspect of building trust in AI systems. Appropriate measures should be in place to 

protect AI models, training data, and the entire AI ecosystem from cyber threats, such as unauthorized access, data breaches, and malicious 

attacks. This includes implementing strong authentication, encryption, and other security measures to safeguard against potential 

vulnerabilities and protect the integrity and confidentiality of AI systems. 

1. Threat modeling and risk assessment: Conducting threat modeling and risk assessments to identify potential cybersecurity risks 

and vulnerabilities in AI systems is important. This involves proactively assessing the potential threats and risks associated with the 

deployment of AI models and implementing appropriate safeguards to mitigate these risks. Regular updates and monitoring of 

cybersecurity measures are also necessary to adapt to changing threat landscapes. 

2. Continuous testing and validation: Regular testing and validation of the AI system's security measures and defenses should be 

conducted to ensure their effectiveness. This includes vulnerability testing, penetration testing, and other security assessments to 

identify and address any potential weaknesses or vulnerabilities in the AI system's cybersecurity posture. 

3. Incident response and recovery plans: Having robust incident response and recovery plans in place is crucial for addressing any 

cybersecurity breaches or incidents that may occur. These plans should outline the steps to be taken in the event of a security 

breach, including containment, investigation, and recovery procedures, to minimize the impact and restore the trustworthiness of 

the AI system. 

4. Cybersecurity awareness and training: Ensuring that all personnel involved in the development, deployment, and operation of AI 

systems are trained in cybersecurity best practices is important. This includes creating awareness about potential cybersecurity 

risks and providing training on how to identify, report, and mitigate security threats. Educating users and stakeholders about the 

importance of cybersecurity in AI systems can also help build trust. 

In summary, incorporating robust cybersecurity measures, threat modeling, risk assessments, continuous testing, incident response plans, 

and cybersecurity awareness and training are critical aspects of building trust in AI systems. A cybersecurity specialist can play a vital role in 

identifying and addressing potential cybersecurity risks and vulnerabilities, ensuring that AI systems are secure, reliable, and trustworthy. 

Can society afford the cost of supporting an AI as concerns power requirements? 

The power requirements of AI systems are an important consideration in terms of their potential impact on society. AI models, particularly 

deep learning models, can require substantial computational resources, including high-performance computing infrastructure and large 

amounts of data storage, which can have significant energy requirements. Here are some points to consider: 

1. Environmental impact: The energy consumption associated with powering and cooling data centers that host AI systems can have 

environmental consequences, including carbon emissions and increased energy consumption. This can contribute to climate 

change and other environmental concerns, which need to be addressed in the context of the broader societal and environmental 

impact of AI technology. 

2. Cost implications: The high-power requirements of AI systems can also result in increased costs for electricity and other resources, 

particularly for large-scale deployments. This can raise concerns about the affordability of AI technology, particularly for 

organizations or regions with limited resources or constrained budgets. 
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3. Energy efficiency advancements: On the other hand, it's worth noting that there have been significant advancements in energy-

efficient AI hardware and algorithms in recent years. Efforts are being made to optimize the power efficiency of AI models and 

reduce the energy consumption associated with AI systems. This includes research and development of low-power hardware, 

model compression techniques, and more efficient algorithms, which can help mitigate the power requirements of AI systems. 

4. Societal benefits: It's also important to consider the potential societal benefits of AI technology. AI has the potential to bring 

significant advancements in areas such as healthcare, transportation, agriculture, and energy management, which can lead to 

improved efficiencies, cost savings, and positive societal impact. These potential benefits need to be weighed against the energy 

requirements of AI systems in the context of overall societal value. 

5. Sustainable practices: Another approach to mitigating the power requirements of AI systems is to adopt sustainable practices, such 

as using renewable energy sources to power data centers, optimizing data center cooling, and recycling or repurposing hardware 

components. Incorporating sustainable practices in the design, deployment, and operation of AI systems can help mitigate their 

environmental impact and reduce energy consumption. 

In conclusion, the power requirements of AI systems are an important consideration in terms of their potential impact on society. While there 

may be concerns about the energy consumption associated with AI technology, advancements in energy-efficient hardware, algorithms, and 

sustainable practices can help mitigate these concerns. It is crucial to carefully balance the societal benefits of AI technology with its energy 

requirements and implement strategies to minimize the environmental impact and ensure that the costs associated with power requirements 

are manageable and sustainable. 

Is there any benefit or advantage from the use of Edge computing AI? 

Yes, there are several benefits and advantages to using edge computing in the context of AI. Edge computing refers to the practice of 

processing data and performing computation closer to the source of data generation, such as on local devices or edge servers, rather than 

relying solely on centralized cloud-based data centers. Here are some key benefits of using edge computing in AI: 

1. Low latency: Edge computing can significantly reduce latency, which is the time taken for data to travel from the source to the 

processing location and back. By processing data locally at the edge, AI models can deliver near-real-time or real-time responses, 

which is critical for applications that require low latency, such as autonomous vehicles, industrial automation, and healthcare 

monitoring. This can improve the overall performance and responsiveness of AI systems, enabling faster decision-making and 

more efficient operations. 

2. Data privacy and security: Edge computing can enhance data privacy and security. With edge computing, data can be processed 

and analyzed locally on the device or edge server, reducing the need to transmit sensitive data to cloud-based servers. This can 

help protect data privacy and prevent potential security breaches associated with transmitting data over networks. It also provides 

greater control over data handling and allows for local data storage and processing, which can be important in industries with strict 

data privacy regulations or concerns about data security. 

3. Bandwidth efficiency: Edge computing can reduce the amount of data that needs to be transmitted over networks, leading to 

improved bandwidth efficiency. By processing data locally at the edge, only relevant or summarized data may be sent to the cloud 

or data center, reducing the amount of data that needs to be transmitted, stored, and processed in the cloud. This can result in cost 

savings, improved network efficiency, and reduced reliance on high-bandwidth connections, which can be particularly beneficial in 

remote or bandwidth-constrained environments. 

4. Offline functionality: Edge computing enables AI models to operate offline, without requiring a continuous internet connection. This 

can be advantageous in scenarios where internet connectivity may be intermittent or unreliable, such as remote or rural areas, or 

during natural disasters or emergencies. Offline functionality can ensure that AI applications can continue to operate and provide 

value even in situations where internet access is limited or not available. 

5. Scalability: Edge computing can also enhance scalability by distributing computing resources across multiple edge devices or edge 

servers. This can help reduce the load on centralized cloud-based data centers, enable faster and more efficient processing of large 

volumes of data, and support the deployment of AI applications across geographically distributed locations. 

In conclusion, Edge computing in AI offers several benefits, including low latency, improved data privacy and security, bandwidth efficiency, 

offline functionality, and scalability. These advantages make edge computing a promising approach for certain use cases and industries where 

real-time processing, data privacy, offline functionality, and efficient network usage are critical requirements. However, it's important to 

carefully consider the trade-offs and design considerations associated with edge computing, such as managing local computing resources, 

ensuring data consistency, and addressing potential limitations of edge devices, to fully leverage its benefits in AI applications. 

 

As we move forward in the development of generative AI and AI in general, we will get to a point where 

the technology is far past what most of us can comprehend. When considering the present-day computer, it 

is estimated that there are fewer than 2,000 people who understand how to go from silicon (sand) to the 

computers we have on our desktops and in our hands today. Quantum computing is advancing at an 

accelerating pace and will contribute to not only AI but to the analytical and technical problem solving from 

which the world will benefit. We mere humans must find a way to understand each other and do our part 

to make the world, our only home, a place where we can all live and thrive.  


